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前 言

本文件按照GB/T 1.1一2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别这些专利的责任。

本文件由广西电子学会提出并归口。

本文件起草单位：南宁市迈越软件有限责任公司、广西数广信创信息技术有限公司、河池学院。

本文件主要起草人：×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××、×××。

信息技术应用创新系统 集中运维管理平台建设技术规范

1. 范围

本技术规范规定了集中运维管理平台的术语定义、总体要求、技术架构、功能、性能、安全、接口、部署实施及测试验收等内容，适用于平台的设计、开发、部署、运维及验收等环节，为平台的全生命周期管理提供技术依据。

1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本规范必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本规范；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本规范。

GB/T 18336.1-2015 信息技术 安全技术 信息技术安全评估准则 第1部分：简介和一般模型

GB/T 18336.3-2015信息技术 安全技术 信息技术安全评估准则 第3部分：安全保障组件

GB/T 25069-2022信息安全技术 术语

GB/T 35273-2020信息安全技术 个人信息安全规范

GB/T 22239-2019 信息安全技术 网络安全等级保护基本要求

GB/T 2887-2011 计算机场地通用规范

GB/T 9387.2-1995 信息处理系统 开放系统互连 安全体系结构

GB/T 25068.1-2020 信息安全技术 网络安全技术 网络安全管理数据格式

1. 术语、定义

GB/T 18336.1一2015、GB/T 18336.3一2015和GB/T 25069一2022界定的以及下列术语和定义适用于本文件。

网络安全 network security

对网络环境下存储、传输和处理的信息的保密性、完整性和可用性的保持。

[来源：GB/T25069一2022,3.616]

集中运维管理平台 Centralized Operations and Maintenance Management Platform

通过统一的技术架构与管理界面，对组织中的硬件设备、软件系统、云资源、应用程序等各类IT资产集中监控、远程管理和远程运维的系统。

终端Terminal

是运行国产操作系统、具备命令行或图形交互能力的设备，用于访问系统、运行程序和进行用户操作。

远程运维 Remote Operations and Maintenance

通过网络技术，客服工程师对终端用户的设备进行远程操作，以解决故障或进行维护的过程。

工单管理 Ticket Management

对终端用户提交的故障申报进行全流程管理，包括工单的创建、分配、处理、跟踪和关闭等环节。

日志管理 Log Management

对平台内所有操作和登录事件进行记录、存储和分析，以便事后审计和故障排查。

高可用性 High Availability (HA)

通过技术手段确保平台在主服务器发生故障时，能够快速切换到备份服务器，保证服务的连续性和数据的安全性。

1. 缩略语

下列缩略语适用于本文件。

B/S：浏览器 / 服务器架构(Browser/Server)

UEFI：统一可扩展固件接口(Unified Extensible Firmware Interface)

IP：互联网协议地址(Internet Protocol Address)

DNS:域名系统(Domain Name System)

SSO：单点登录(Single Sign-On)

信创系统：信息技术应用创新系统(Information Technology Application Innovation / ITA 系统)

1. 概述

本标准旨在规范信创系统中集中运维管理平台的建设与实施过程，为信创系统的高效、安全、协同运行提供统一、标准化的运维支撑。本规范围绕平台的架构设计、功能模块、接口规范、安全要求、运维流程管理等方面展开，提出了一套适用于信创环境下的集中运维管理平台的建设原则和技术标准。

通过本规范的实施，能够有效提升信创系统的运维效率，增强系统稳定性与安全性，实现对多源异构系统的统一监控、故障预警、资源调度和日志分析，为政府、企业及各类组织在推进国产化替代和信息化建设过程中提供技术依据和实施指导。

1. 平台总体要求
   1. 平台定位与目标

平台定位为云终端集中运维管理解决方案，目标是提高运维效率，降低人力成本，缩短故障处理时间，保障业务连续性，确保系统稳定可靠运行。

* 1. 总体架构要求

采用 B/S 架构，平台由集中管理端和客户端组成，集中管理商安装在服务器上，客户端安装在云终端上。通过管理端的 Web 界面实现集中式的运维管理模式，支持多终端接入和多用户协作。

* 1. 遵循标准与规范要求

遵循国家相关法律法规和信息安全标准，确保平台的合规性和安全性。

* 1. 信创生态兼容性要求

应与国产操作系统、国产芯片及国产数据库等信创产品兼容，满足信创环境下的运维需求。

* 1. 平台安全总体要求

建立完善的安全体系，包括身份认证、权限控制、数据加密、安全审计等，保障平台及数据的安全性，防止未授权访问和数据泄露。

1. 平台技术架构要求
   1. 分层架构模型

平台可分为基础资源层、数据层、平台层、应用层和展示层。

1. 展示层：为用户提供友好的 Web 界面，实现用户与平台的交互，包括登录、操作、数据展示等功能。
2. 应用层：集成客服管理、工单管理、远程协助、日志管理、系统设置等核心应用功能，处理业务逻辑。
3. 平台层：提供基础服务支撑，如权限管理、消息通知、任务调度等，保障应用层的稳定运行。
4. 数据层：负责数据的存储和管理，包括用户数据、工单数据、日志数据等，采用安全可靠的数据库技术，确保数据的完整性和一致性。
5. 基础资源层：包括服务器、存储设备、网络设备等基础设施，为平台提供计算、存储和网络资源支持。
   1. 网络架构要求

采用稳定可靠的网络架构，支持局域网和广域网接入，确保远程协助和数据传输的稳定性和高效性。配置合理的网络安全设备，如防火墙、入侵检测系统等，保障网络安全。

* 1. 高可用与高可靠要求

实现主服务器数据的实时同步与备份，当主服务器发生故障时，能够无缝切换到备份服务器，切换时间应小于 [5] 分钟，确保服务中断时间最短，数据不丢失。

* 1. 可扩展性要求

平台架构应具备良好的可扩展性，能够根据业务需求灵活扩展功能模块和硬件资源，支持新设备、新系统的接入和集成。

* 1. 开放性与集成性要求

提供开放的接口和标准，支持与第三方系统（如监控系统、资产管理系统等）进行集成，实现数据共享和协同工作。

1. 平台功能要求
   1. 终端管理
2. 系统应支持对信创环境中各类终端设备进行集中管理，包括但不限于台式机、笔记本、移动终端、虚拟终端等。
3. 终端管理功能应包括终端设备的注册、识别、信息采集、运行状态监控、资产动态管理及操作日志记录。
4. 系统应支持远程策略下发及终端配置管理，确保终端设备符合统一的管理规范。
5. 系统应具备终端行为分析能力，以便及时发现异常使用行为。
6. 终端管理功能应支持终端的远程操作和软件安装，便于统一运维与维护。
7. 系统应可对终端设备进行安全合规检测，包括系统版本控制、补丁状态、安全策略执行情况等。
8. 系统应提供包括在线状态、故障状态、硬件信息和其他信息的可视化展示功能，能实时监控终端设备的状态。
   1. 工单管理
9. 系统应支持对运维工作中产生的服务请求、故障事件、变更申请等进行工单管理。
10. 工单管理应包括创建、分配、处理、跟踪、关闭和归档等全生命周期管理流程。
11. 系统应支持对工单设置优先级，以保证紧急或重要事件的高效处理。
12. 系统应对工单状态的变更进行记录，确保事件处理过程的可追溯性和可审计性。
13. 系统应提供工单处理时效提醒功能，确保运维任务按时完成。
14. 工单可由系统自动触发、人工提交或由第三方系统集成导入。
15. 工单管理应具备与知识库、服务目录、资产管理系统等进行数据交互的能力，实现运维服务的标准化与智能化。
    1. 用户管理
16. 系统应支持对平台用户的集中管理，包括用户身份的创建、修改、删除、禁用等操作。
17. 系统应实现用户角色的分级管理，明确管理员、运维人员、审计人员和普通用户等不同角色的权限范围。
18. 系统应对用户进行访问控制，确保用户仅能访问其权限范围内的资源和功能模块。
19. 系统应具备用户账号与权限的生命周期管理能力，支持用户状态变更的记录与审计。
20. 用户管理功能应保障用户操作行为的可追溯性，确保运维平台符合国家信息安全相关标准要求。
    1. 知识管理
21. 系统应提供统一的知识库管理功能，支持运维知识的采集、存储、检索、更新与共享，提升运维知识资产的复用效率。
22. 知识库应支持知识的版本管理和变更记录，以确保知识的追溯性与安全性。
23. 系统应支持知识的生命周期管理，包括发布、生效、作废、归档等状态管理功能。
24. 系统应支持知识内容与运维流程、工单、事件等系统的关联映射，增强知识与业务的联动能力。
25. 系统应提供高效的全文检索功能，支持模糊匹配、关键词检索、高级搜索（如分类、标签、发布人、时间等）等搜索方式。
26. 系统应建立知识访问的权限控制机制，支持基于用户角色、组织、访问权限的多级控制。
27. 平台应支持与 AI 系统的集成，例如知识图谱构建、问答引擎训练、智能搜索优化等，提升知识自动服务水平。
28. 平台应具备良好的工具扩展能力，支持常见运维工具的集成与联调，提升统一运维管理能力。
    1. 故障申报
29. 故障申报程序应以窗口化形式展示当前用户申报信息的整体概览，便于用户实时确认申报内容。
30. 故障申报程序在启动时应默认加载运维平台地址，普通用户无需手动配置基础地址信息。
31. 运维平台地址仅在断开平台连接后允许手动编辑或更新，变更后应具备连接状态检测与重新连接机制。
32. 系统应对运维平台地址变动进行本地记录，并在管理后台提供查看日志功能，以保障平台端与终端一致性和可追溯性。
33. 故障申报界面应提供运维工程师的选择列表，列表应包含工程师姓名、工号及在线状态。
34. 在线状态应由运维平台通过心跳机制自动同步，确保用户选择时能确认工程师是否在线。
35. 故障申报程序应提供故障原因选择，包含常见问题类型。
36. 故障申报的数据需在平台中完整归档，包括选择的运维人员、联系电话、申报时间、故障描述、故障分类等信息。
37. 所有申报记录应具备可追溯性，系统应记录用户IP、系统时间戳及操作记录，用于后续安全审计与问题复盘。
38. 系统应支持对历史申报记录的导出与查询功能，便于统计分析与改进运维决策。
    1. 远程运维管理
39. 平台应支持远程操作过程中的会话录制与回放，记录全过程的命令、响应、图形界面等操作内容。
40. 远程访问应具备动态授权机制，如根据风险评估结果调整访问权限或要求多因子认证。
41. 平台应提供远程接入会话的强制断开、超时断开、多端切换控制等管理功能，防止未授权操作与资源滥用。
42. 平台应支持对违规操作、越权行为、异常操作等进行告警与自动阻断，确保远程操作合规可审。
    1. 自动化运维管理
43. 系统应支持自动化运维任务的定义、调度与执行功能，包括但不限于定时任务、批量操作、任务链编排和业务流程自动化处理。
44. 系统应支持自动化任务的执行控制，包括任务启停、暂停、恢复以及异常终止等操作，并应提供操作日志与审计追踪。
45. 系统应提供自动化运维任务的运行状态监控功能，包括任务进度、执行耗时、成功率、失败原因等内容的实时展示与记录。
46. 系统应具备接口化能力，提供标准化的 API 或集成接口，支持用户或第三方系统调用、触发与扩展自动化运维流程。
47. 系统应支持自动化运维操作的版本管理和回滚功能，确保任务操作具有可维护性和可逆性。
    1. 报表与可视化分析
48. 系统应支持运维相关数据的汇总、统计与报表生成功能，满足运维管理人员对系统运行状态和事件处理情况的分析需求。
49. 系统应对关键运维指标（如问题响应时间、解决率、终端使用状态、用户行为模式）进行自动化分析与展示。
50. 系统应提供多种格式的报表导出能力，包括但不限于 PDF、Excel、Word 和 CSV 格式。
51. 平台安全要求
    1. 身份认证
52. 系统应支持按照国家网络安全等级保护制度及相关法律、法规和标准要求，实施必要的安全管控措施和审计机制。
53. 系统应支持多因子认证机制，确保身份验证的强安全性，防止非法访问与操作行为的发生。
54. 平台应支持运维设备访问前的身份验证与设备指纹识别，用于防范非法接入与设备仿冒。
    1. 网络安全
55. 平台应支持使用通用安全通信协议，如 Transport Layer Security（TLS）等，保障数据在传输过程中的完整性与保密性。
56. 平台应支持国密通信协议 TLCP（Transport Layer Cryptographic Protocol），满足国产密码算法在安全通信上的合规性要求。
57. 平台应支持双向认证机制，确保通信双方身份的真实性和合法性，如客户端与服务端均使用证书认证。
58. 平台应支持自动检测加密协议与算法的兼容性，并提示潜在安全风险，如使用已知不安全的密码套件。
    1. 数据安全
59. 对敏感数据进行加密存储，如用户密码、终端隐私数据等。
60. 采用可靠的存储设备和存储技术，确保数据的存储安全，防止数据丢失和损坏。
61. 平台应具备数据自动备份功能，支持全量与增量备份，并可在多个存储节点之间灵活迁移。
62. 平台应提供备份数据的完整性校验机制，确保数据在备份、传输和恢复过程中不受篡改。
    1. 行为审计
63. 系统应对用户登录过程中的异常行为进行识别和记录，包括不合规的登录时间、登录设备变动、频繁失败登录等，应具备自动告警与响应能力。
64. 系统应对用户操作行为进行完整、实时的审计记录，审计内容应包括但不限于操作时间、操作用户、操作对象、操作内容、操作结果及会话过程。保存审计日志，以便于事后审计和故障追溯。
    1. 自身安全防护

定期对平台进行安全加固，修复系统漏洞和安全隐患。

* 1. 特权账号管理

对特权账号（如系统管理员账号）进行严格管理，采用专人专责制度，定期更换密码，记录特权账号的操作行为，确保特权操作的安全性和可追溯性。

1. 平台接口要求
   1. 数据采集接口
2. 系统应支持与各类运维对象（如操作系统、数据库、中间件、网络设备、虚拟化平台、云平台等）之间的数据采集接口接入功能。
3. 系统应支持定时采集、实时采集、事件触发采集等多种采集方式，以满足多类运维数据的采集需求。
4. 系统应支持国产化协议与接口的接入能力，确保符合国家信息技术应用创新相关技术规范。
5. 系统应具备采集数据的格式转换和标准化处理能力，自动识别并解析源数据，确保数据结构统一、格式一致。
6. 采集接口与平台之间的数据传输应遵循加密与安全机制，确保数据在传输过程中不被篡改或泄露。
   1. 单点登录（SSO）

系统应提供与现有企业身份认证系统的集成能力，包括但不限于 LDAP、Active Directory（AD）、OAuth 2.0、SAML 等协议，实现统一身份管理。

* 1. 管理控制接口

提供管理控制接口，支持对终端设备进行远程控制和管理，如远程重启、关机、配置下发等。

* 1. 数据共享接口

1. 平台应提供标准、稳定、安全的数据开放与共享接口，支持与其他信息系统、管理平台、分析工具等实现数据互通与共享。
2. 平台应具备接口注册与管理功能，支持第三方接口资源的注册、授权、状态监控和生命周期管理。
3. 数据开放应支持结构化数据格式，包括但不限于 JSON、XML、CSV、TSV、YAML、Protobuf 等，确保接口的通用性与可读性。
4. 平台应支持接口性能的预警与告警机制，在接口响应超时、调用异常、负载过高时进行通知和提示。
5. 平台应对数据开放接口的调用情况进行日志记录，包括调用者信息、调用时间、调用内容和调用响应结果。
   1. 接口安全规范

接口应遵循安全规范，采用身份认证、数据加密、签名验证等安全措施，确保接口的安全性和可靠性。

1. 平台部署与实施要求
   1. 部署架构

平台应支持集中式/分布式部署架构

* 1. 用户培训要求

为用户提供全面的培训服务，包括平台的操作培训、维护培训和安全培训等，确保用户能够熟练使用平台的各项功能，保障平台的正常运行。

1. 平台测试与验收要求
   1. 功能性测试

对平台的各项功能进行测试，确保功能的完整性和正确性，如客服管理、工单管理、远程协助、日志管理等功能是否正常运行。

* 1. 性能测试

测试平台的性能指标，如并发处理能力、响应时间、吞吐量等，确保平台能够满足业务需求，在高负载情况下稳定运行。

* 1. 安全性测试

测试平台的安全性能，包括身份认证、权限控制、数据加密、安全审计等，确保平台的安全性符合相关标准和规范。

* 1. 可靠性测试

测试平台的可靠性，如高可用切换、数据备份与恢复等功能，确保平台在发生故障时能够快速恢复，数据不丢失。

* 1. 信创环境兼容性测试

在信创环境下对平台进行兼容性测试，确保平台与国产操作系统、芯片、数据库等信创产品兼容，满足信创要求。

* 1. 验收流程与标准

制定详细的验收流程和标准，包括功能验收、性能验收、安全验收等环节，验收合格后签署验收报告。验收标准应符合国家相关法律法规和技术规范的要求，以及用户的实际需求。

1. 附录

附录A（资料性附录） 基础远程运维流程示例

附录B（规范性附录） 典型应用场景

附录C（资料性附录） ××××××××××××